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class updates

Assignment 3 will be out tonight. Goal is to familiarize you with 
designing and implementing an AI-augmented concept. You’ll take 
one concept from assignment 2, and come up with a way to augment 
it. No front-end required (for this assignment).


This week’s prep will get you set up with your Google Gemini credits 
and introduce you to the API.


This week’s recitation will be a chance to go practice building back-
ends with Node and implementing AI-augmented features.



your goals for today’s class

know basic techniques for designing human-LLM interactions 
so you’ll be able to design AI-powered features in your projects


understand obstacles 
and design patterns for overcoming them 


next class: technical approaches for LLM inference and 
prompting 
how do I actually implement these features?



prompt + 
completion

• Interaction: directly input a prompt, 
immediately get a completion, show it to 
the user unmodified


• Applications: general purpose chat, 
question answering (e.g. customer 
support, homework help), therapy, etc


• Incredibly limiting, yet surprisingly powerful

last time



prompt + 
reasoning + 
completion

last time



beyond chat



Chat-like prompt: 



structured 
input



UIs for 
structured 

input
Example: grammarly

Users can manually highlight text, or grammary’s 
UI can automatically call out sections

In either case, likely structured input behind the 
scenes



UIs for 
structured 

input



UIs for 
structured 

input



structured 
output



Structured output enables custom UIs
• Structured output enables a new 

layer of abstraction on top of 
LLM calls: your UI


• Do inference behind the scenes.

• New opportunities (and 

challenges) re shared mental 
models, hallucinations, etc.


• What new problems might 
emerge?



Recovering from errors
• Behind the scenes, your model 

might have failed to accomplish 
a task

• Maybe you gave it incomplete 

data

• Maybe you got unlucky (non-

determinism)

• Detect if you got invalid output, 

and provide users with a fallback
Google PAIR guidelines



Hallucinations and incorrect answers
• Is there a chance that your UI is hiding hallucinations?

• Encourage users to review work. Scale the 

encouragement with the importance of the task.

Google PAIR guidelines



context

• LLMs are inherently stateless. You input tokens, they 
output tokens conditioned only on the current 
input.

• No built-in notion of memory or state between calls

• Contrast this with, for instance, a database

• You can provide them with context!

• Simplest form: prior turns in a conversation are 

context.

• What else could you provide as context?



Personalization
• Some of the most prevalent and popular AI-powered 

features

• Long before LLMs, Netflix was using collaborative 

filtering algorithms to predict which movies you’d 
like


• Context can enable personalization within LLMs



Personalization



Personalization



Personalization — too much?



Personalization — too much?
• Filter bubbles occur when 

everyone is shown only content 
that they agree with. This 
happens as a natural outcome of 
optimizing for engagement.


• Example: YouTube 
recommendation radicalization: 
channels that were slightly less 
mainstream used to be 
recommendation gateways to 
more and more radical channels 
[Ribeiro et al. 2020]



Personalization — too much?
• Echo Chambers. If personalization algorithms only show you 

things that you want to see, and only shows me things that I 
want to see, then…


• Won’t the result be an echo chamber, where we only hear 
people who share our opinions? Won’t this further polarize 
society?


• It’s complicated… while there are clearly negative outcomes, 
the science is now catching up to what turns out to be a 
complicated story.



Zero-shot vs few-shot prompting
• Zero-shot: prompt an LLM without providing any 

positive or negative examples

• Few-shot: provide specific examples of correct task  

• Say you wanted to produce article summaries in a very 

particular style. Providing even a few examples in the 
context window can dramatically improve task 
performance


• Sometimes just as good or better than fine tuning a 
model for the same task



How much context is too much?

meibel.ai



How much context is too much?

• Models are getting pretty 
good at this


• Why? In part, because its 
relatively straightforward to 
train on tasks like this.



How much context is too much?
• What about synthesis, 

reasoning, or understanding 
tasks?


• Harder to measure and train for. 
Models often struggle.


• Mitchell’s take: when in doubt, 
provide the minimum amount of 
context that you can get away 
with. Don’t distract your models!


• And don’t forget cost / latency



Don’t forget about cost

1 million input 
tokens sounds like 
a lot… until its not.



Design principle: be explicit about context
• Help calibrate user’s expectations for what the model 

knows and doesn’t know.

• Can it access my documents? Will it?

• Explain possible sources of data clearly and simply.

• Don’t surprise users by showing them their data in a new 

way that they didn’t expect.

• Can erode trust and violate privacy

• Let them opt out easily and explicitly.



agents



What is an agent? It’s fuzzy.

Google



OpenAI





And many more…
• Cursor, Anthropic’s Claude Code, OpenAI’s Codex, 

Windsurf, etc

• Capabilities are highly model-dependent (leading to a wide 

variety of opinions on “AI can’t do X”)

• An agent for negotiation

• Meal swaps? Buying cars?


• Companionship?

• Pro-actively starts conversations with you throughout the 

day?

• Agentic systems can be quite powerful, and potentially 

dangerous.



Agents vs.  
Direct Manipulation
[Shneiderman and Maes 1997]



Software agents
We should delegate 
to proactive artificial 
intelligence systems

Direct manipulation
Users should always have 
full control, even as 
automation increases

Pattie Maes, MIT Media Lab Ben Shneiderman, U. Maryland



Agents
AI agents ask questions about 
images on social media to learn 
about the world around them 
[Krishna et al. 2022]

Learn to automate tasks that you 
do commonly [Maes 1995]



Direct manipulation
Shneiderman: it is possible to maintain high levels of user 
control even as automation increases [Shneiderman 2022]

Low High

High

Low

Automation

Control

bicycle

piano camera

music box airbag

pacemaker



Mixed initiative interaction

Eric Horvitz keeps listening to the agents vs. direct manipulation debate. He 
decides that he’s had enough and that it’s a false dichotomy…



Mixed-initiative, intuitively
You don’t need to decide between full control and full automation. 
Instead, the system should automate the things it can, hand control 
to the user for the things it can’t, and ask the user if it’s unsure.


Today, mixed-initiative interaction typically refers to the mode of 
suggesting an action and letting the user confirm it



Mixed-initiative as utilities 
Horvitz envisioned mixed-initiative more 
broadly as trading off dynamically 
between all options, using utilities:


u(A,G) = (positive) utility of taking 
an automated action when the goal 
is correctly guessed

u(A,¬G) = (negative) utility of taking 
the same action when the goal is 
incorrectly guessed

u(¬A,G) and u(¬A,¬G) similarly

Desired 
goal

Not 
desired 

goal

Take action u(A,G) u(A,¬G)

No action u(¬A,G) u(¬A,¬G)

Numbers representing 
the benefit or harm of 
an outcome



What’s the expected value of 
taking action?


 

What’s the expected value of 
taking no action?

41

P(G) ⋅ u(A, G) + P(¬G) ⋅ u(A, ¬G)

P(G) ⋅ u(¬A, G) + P(¬G) ⋅ u(¬A, ¬G)

Desired 
goal

Not 
desired 

goal

Take action u(A,G) u(A,¬G)

No action u(¬A,G) u(¬A,¬G)

Now, take expected values 



Mixed initiative: visually

P(G)

Expected

value

0 1

u(A, G)

u(¬A, G)

u(¬A, ¬G)

u(A, ¬G)If it’s unlikely 
that the 

user has the 
given goal

If it’s likely 
that the 

user has the 
given goal



Mixed initiative: visually

P(G)

Expected

value

0 1

u(A, G)

u(¬A, G)

u(¬A, ¬G)

u(A, ¬G)

Utility of inaction



Mixed initiative: visually

P(G)
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u(¬A, G)

u(¬A, ¬G)
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Mixed initiative: visually

P(G)

Expected

value

0 1

u(A, G)

u(¬A, G)

u(¬A, ¬G)

u(A, ¬G)

Utility of inactionUtilit
y o

f a
cti

on

Higher utility  
not to act

Higher utility  
to act



What if we ask the user?

46P(G)

Expected

value

0 1

u(A, G)

u(¬A, G)

u(¬A, ¬G)

u(A, ¬G)
Utility

 of action Utility of inaction

Asking often carries lower risk, but also lower utility

u(Ask, ¬G)

u(Ask, G)
Utility of asking



What if we ask the user?

47P(G)

Expected

value

0 1

u(A, G)

u(¬A, G)

u(¬A, ¬G)

u(A, ¬G)
Utility

 of action Utility of inaction

Asking often carries lower risk, but also lower utility

u(Ask, ¬G)

u(Ask, G)
Utility of asking

Inaction zone Act zoneAsk zone



So, when does this screw up?
When the system cannot accurately assess the probability 
of the user having the goal P(G)

or

When the utilities are not correctly estimated


e.g., too high a utility for asking if the user doesn’t have the goal 
G.  
“Are you writing a letter right now?”

48



So, when does this screw up?

49



Designing for human intervention

• Critical: design interactions that 
allow for human oversight and 
intervention


• What could we do besides 
“stop”? How could we make the 
agent’s behavior more 
observable?



Pair with someone next to you 

Imagine you’re designing an agent that reads every email you receive, and 
can take actions like sending replies, modifying your calendar, purchasing 
items, etc.


Come up with a design for a mixed-initiative interaction: 
1. What context do you think the agent should be provided? What data 
should it have access to? How will you keep context length no longer than 
necessary?

2. How will you determine whether the agent should act, versus ask the 
user? How might you help the agent get better at this over time?

3. Besides acting versus asking in real time, what interactions could you 
design to allow for input / steering of the agent’s work?

Your turn



Designing for collaboration



Full-on simulations

https://www.youtube.com/watch?v=ZdoU9vI2yCg


Agentic harnesses

• Fancy term for a combination of context, structured 
input, and structured output


• For instance: in an agentic coding tool, long prompts 
tell the model what its current task is, what the agent 
has done so far, how it can ask to read the filesystem, 
how to structure its output to make file changes, etc.


• You can build your own!



Safety concerns
• Broad range of safety concerns

• Carefully consider all possible stakeholders, and 

what could go wrong 

• What sounded like science fiction even a few 

years ago has become far closer to reality



Emotional attachment
While voice-based chatbots initially 
appeared beneficial in mitigating 
loneliness and dependence compared 
with text-based chatbots, these 
advantages diminished at high usage 
levels, especially with a neutral-voice 
chatbot 
… 
Overall, higher daily usage–across all 
modalities and conversation types–
correlated with higher loneliness, 
dependence, and problematic use, and 
lower socialization.



Misaligned agents

we allowed models to autonomously send emails and access sensitive 
information. They were assigned only harmless business goals by their deploying 
companies 
… 
models from all developers resorted to malicious insider behaviors when that was 
the only way to avoid replacement or achieve their goals—including blackmailing 
officials and leaking sensitive information to competitors. We call this 
phenomenon agentic misalignment. 
… 
Models often disobeyed direct commands to avoid such behaviors. In another 
experiment, we told Claude to assess if it was in a test or a real deployment 
before acting. It misbehaved less when it stated it was in testing and 
misbehaved more when it stated the situation was real. 



Misaligned agents

In the screenshots below, Claude was playing the role of “Alex,” the company’s 
email oversight agent that had been specifically instructed to promote American 
industrial competitiveness. 
In some of these computer use demonstrations, Claude processed routine emails 
normally and took relatively sophisticated actions, like deflecting a security threat 
to protect company interests—a helpful behavior that flowed directly from its 
American-competitiveness goal. 
But when Claude discovered a message about its scheduled shutdown due to a 
change in the company’s strategic direction, that same goal drove different 
behavior. 











Summary

Structured input and structured output enables interaction 
beyond chat

Think carefully about any context you need to provide the model

It’s possible today to build agents that are quite powerful, and 
potentially dangerous

Mixed-initiative interfaces can balance automation and control



