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your goals for today’s class

know the basics of interacting with chat and reasoning models 
so you’ll be able to design AI-powered features in your projects


understand some obstacles to effective interactions with LLMs 
hallucinations, mismatched mental models, etc


next class: interactions beyond chat 
UIs that abstract away LLM inference





LLMs have made designing AI-powered features 
dramatically more accessible to everyday developers

• Powerful features can be built in minutes rather than 
days / months

• You don’t need a PhD in machine learning to create 

custom functionality

• You can rapidly iterate via natural language

• You (sometimes) don’t need to collect large, expensive 

datasets

• But… creating well-designed features is still extremely 

challenging!



types of llm-enabled 
interactions



prompt + 
completion

• Interaction: directly input a prompt, 
immediately get a completion, show it to 
the user unmodified


• What is this type of interaction useful 
for?



prompt + 
completion

• Interaction: directly input a prompt, 
immediately get a completion, show it to 
the user unmodified


• Applications: general purpose chat, 
question answering (e.g. customer 
support, homework help), therapy, etc


• Incredibly limiting, yet surprisingly powerful



prompt + 
completion common pitfalls



Hallucinations and incorrect answers
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Hallucinations and incorrect answers

• Later, we’ll discuss 
design choices that 
help


• Most basic 
improvement: manage 
user’s expectations 



Lack of context
• We’ll discuss 

techniques for 
providing LLMs with 
context


• Regardless: tell users 
what the model’s 
context is



Mismatched mental models
• Mental model: Users’ internal explanations of how 

something works. They shape how users interact with a 
product or feature and it’s perceived value. [Google PAIR 
guidelines]


• What happens when a user’s mental model is 
mismatched with what the AI can do?



Mismatched mental models

• This is a lie! ChatGPT can’t do that. 

• But without a mental model of how the system works, 

how could the user know?



Observations on Mental Models - Don Norman
1. Mental models are incomplete

2. People's abilities to "run" their models are limited: people don't 

like to carefully think before every action

3. Mental models are unstable: people forget details of the system

4. Mental models do not have firm boundaries: similar devices and 

operations get confused with one another

5. Mental models are "unscientific": people maintain "superstitious" 

behavior patterns even when they know better alternatives

6. Mental models are parsimonious: people are willing to trade-off 

extra physical actions for reduced mental work



Lack of affordances for correction / iteration 



Lack of affordances for correction / iteration 





Accurate mental models, and good affordances 
for iteration, help bridge these gulfs



… but wait, there’s more. The LLM has a user model
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… but wait, there’s more. The LLM has a user model

• Gulf of evaluation: what does the user currently want?

• Gulf of execution: how do I interact with the user?


• Confounder: humans have a wide variety of goals and 
values. How does the model know what this particular 
human wants?


• Confounder: models are trained, in a variety of ways, to 
reflect specific human values at the expense of others.



Brief intro to my research on collective alignment
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Brief intro to my research on collective alignment



prompt + 
completion

your turn
Imagine you’re building a chatbot therapist. Pick one problem:


1. Hallucinations (MIT’s Somerville campus)

2. Lack of context (e.g. expecting prior knowledge of an 

interaction)

3. Mismatched mental models (e.g. expecting capabilities that 

don’t exist)

4. Affordances for iteration (e.g. how do I correct the model?)

5. Value alignment (e.g. what values does the model have by 

default?)


How might this problem manifest? What feature could you 
design to help with the problem?



prompt + 
reasoning + 
completion

• Interaction: unchanged. Directly input a 
prompt, immediately get a completion, 
show it to the user unmodified


• What’s new? the model spends time 
thinking before it provides you with a final 
answer.



prompt + 
reasoning + 
completion



advantages and pitfallsprompt + 
reasoning + 
completion



Intelligence

CharXiv 
evaluation



Intelligence



Interpretability and mental models (sort of?)
You can read the (often fascinating 
and convoluted) way they got their 
answer


In a perfect world, everything in the 
Chain-of-Thought would be both 
understandable to the reader, and it 
would be faithful—it would be a 
true description of exactly what the 
model was thinking as it reached its 
answer. [Anthropic]




Interpretability and mental models (sort of?)
Open research questions:


• Does model reasoning 
actually reflect the full 
reasoning process?


• Is the model incentivized to 
tell the truth during its 
reasoning?




Interpretability and mental models (sort of?)
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Interpretability and mental models (sort of?)



Key design question: should you communicate 
reasoning to users?
• What’s the right format? Do you summarize it? Do you 

only show on-demand?

• Will it build trust, or reduce trust?



Key design question: should you communicate 
reasoning to users?
• Will it increase cognitive burden?

• Would you want the hood of 

your car to be see-through?

• Mitchell’s take: when you’re 

trying to collaborate with a model 
and not getting the results you 
want, often extremely helpful to 
read CoTs. But… don’t over-index 
on them.



Latency
• The more tokens a model 

spends thinking, the longer an 
inference call will take.


• As a designer, you need to 
decide: when is it worth it?


• Correctness versus speed of 
iteration


• What type of interactions would 
benefit most from fast iteration?



Cost

• More tokens = more 
expensive


• Again, as a designer, you 
need to decide. When is it 
worth it?


• How do you communicate 
the cost trade-offs to 
users?



Over-thinking
• Anecdotally: reasoning 

models often over-
think


• “In this web app, 
change the font color 
to red” -> crazy 
cascade of changes.


• System 2 thinking can 
be harmful!

[The Decision Lab]



your turn



prompt + 
reasoning + 
completion

exercise
Consider each problem:


1. Hallucinations (e.g. MIT’s Somerville campus)

2. Lack of context (e.g. expecting prior knowledge of an 

interaction)

3. Mismatched mental models (e.g. expecting 

capabilities that don’t exist)

4. Affordances for iteration (e.g. image generation)


How could a reasoning model help or hurt each of these 
problems?

your turn



prompt + 
reasoning + 
completion

your turn
Consider each problem:


1. Hallucinations (e.g. MIT’s Somerville campus)

2. Lack of context (e.g. expecting prior knowledge of an 

interaction)

3. Mismatched mental models (e.g. expecting capabilities that 

don’t exist)

4. Affordances for iteration (e.g. image generation)

5. Value alignment (e.g. incorrect understanding of user’s 

values)


How might they manifest in the travel planner app? How could a 
reasoning model help or hurt each of these problems?


